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Definition

An operator T € L(V) is called positive if T is self-adjoint and

(Tv,v) >0

forallv e V.
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Definition

An operator T € L(V) is called positive if T is self-adjoint and

(Tv,v) >0

forallv e V.

Over C, (Tv,v) isreal for all v if and only if T = T*.

Examples:
m UCV, Pyis apositive operator

m T ¢ L(V) self-adjoint b, ¢ € R such that b? < 4c, we saw last
lecture that T2 + bT + cl is a positive operator
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How is a positive operator related to a
positive-definite matrix?
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How is a positive operator related to a
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m Positive operator refers to T € L(V). Positive-definite refers to
M(T).
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an operator T such that (Tv,v) > 0.
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How is a positive operator related to a
positive-definite matrix?

m Positive operator refers to T € L(V). Positive-definite refers to
M(T).

m A positive semi-definite matrix is one such that corresponds to
an operator T such that (Tv,v) > 0.

m The usual definition is a matrix such that v* M(T)v > 0. Why are
these the same?
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Definition

An operator R is called a square root of an operator T if RZ = T. \
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Definition

An operator R is called a square root of an operator T if RZ = T. \

Example:

T € L(F?) defined T(z1,27,23) = (23,0,0)

Then R € L(IF?) defined R(z1, 2, 23) = (22, 23,0) is a square root of T.
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Characterization of Positive Operators

Propn:
For T € L(V). The following are equivalent:
(@) T is positive

(b) T is self-adjoint and all the eigenvalues of T are nonnegative
(c) T has a positive square root

(d) T has a self-adjoint square root

(e) there exists an operator R € £(V) such that R*R =T
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Proofs
(@) = (b) = () = (d) = (e) = (0)
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Proofs

(a) = (b) = () = (d) = (e) = (a)

Spose (a): T is self-adjoint by definition. If Tv = \v,
0 < (Tv,v) = (Av,v) = X(v,V).
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Proofs

(a) = (b) = () = (d) = (e) = (a)

Spose (a): T is self-adjoint by definition. If Tv = \v,
0 < (Tv,v) = (Av,v) = X(v,V).

S’pose (b):

FD - MATH 110 - July 26, 2023

6/22



Proofs
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Spose (a): T is self-adjoint by definition. If Tv = \v,
0 < (Tv,v) = (Av,v) = X(v,V).

S'pose (b): Spectral Thm gives an orthonormal basis ey, ..., e, of
eigenvectors.
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Spose (a): T is self-adjoint by definition. If Tv = \v,
0 < (Tv,v) = (Av,v) = X(v,V).

S'pose (b): Spectral Thm gives an orthonormal basis ey, ..., e, of
eigenvectors. Let \; be the nonnegative eigenvalues.

Re; := \/;/ej.
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Proofs

(a) = (b) = () = (d) = (e) = (a)

Spose (a): T is self-adjoint by definition. If Tv = \v,
0 < (Tv,v) = (Av,v) = X(v,V).

S'pose (b): Spectral Thm gives an orthonormal basis ey, ..., e, of
eigenvectors. Let \; be the nonnegative eigenvalues.

Re; := \/;/ej.

We have (c) = (d) by definition.
Spose (d) : T = R? for self-adjoint R. Then T = R*R because R = R*.
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Proofs

(a) = (b) = () = (d) = (e) = (a)

Spose (a): T is self-adjoint by definition. If Tv = \v,
0 < (Tv,v) = (Av,v) = X(v,V).

S'pose (b): Spectral Thm gives an orthonormal basis ey, ..., e, of
eigenvectors. Let \; be the nonnegative eigenvalues.

Rej := \/ \je;.
We have (c) = (d) by definition.
Spose (d) : T = R? for self-adjoint R. Then T = R*R because R = R*.
Spose (e) : Let R € L(V) such that T = R*R.
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Proofs

(a) = (b) = () = (d) = (e) = (a)

Spose (a): T is self-adjoint by definition. If Tv = \v,
0 < (Tv,v) = (Av,v) = X(v,V).

S'pose (b): Spectral Thm gives an orthonormal basis ey, ..., e, of
eigenvectors. Let \; be the nonnegative eigenvalues.

REj = \/;jej.
We have (c) = (d) by definition.
Spose (d) : T = R? for self-adjoint R. Then T = R*R because R = R*.

Spose (e) : Let R € L(V) such that T = R*R.
Then T* = (R*R)* = R*R = T. So T is self-adjoint.
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Proofs

(a) = (b) = () = (d) = (e) = (a)

Spose (a): T is self-adjoint by definition. If Tv = \v,
0 < (Tv,v) = (Av,v) = X(v,V).

S'pose (b): Spectral Thm gives an orthonormal basis ey, ..., e, of
eigenvectors. Let \; be the nonnegative eigenvalues.

REj = \/;jej.
We have (c) = (d) by definition.
Spose (d) : T = R? for self-adjoint R. Then T = R*R because R = R*.

Spose (e) : Let R € L(V) such that T = R*R.
Then T* = (R*R)* = R*R = T. So T is self-adjoint.
Also, for everyv € V,

(Tv,v) = (R*Rv,v) = (Rv,Rv) > 0.
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Uniquness of Square Root

Every positive operator on V has a unique positive square root. \
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Uniquness of Square Root

Every positive operator on V has a unique positive square root.

Proof. S'pose T € L(V) positive. Spose v is an eigenvector. Then
A>0and v = \v.
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A>0and v = \v.

Let R be a positive square root.
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Uniquness of Square Root

Every positive operator on V has a unique positive square root.

Proof. S'pose T € L(V) positive. Spose v is an eigenvector. Then
A>0and v = \v.

Let R be a positive square root.

We will prove Rv = /).
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Uniquness of Square Root

Every positive operator on V has a unique positive square root.

Proof. S'pose T € L(V) positive. Spose v is an eigenvector. Then
A>0and v = \v.

Let R be a positive square root.
We will prove Rv = /).

This determines R because we can pick a basis of eigenvectors by the
Spectral Thm.
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Uniquness of Square Root (Cont’d)
Proof (Cont'd). We want to show Rv = v/)\v.
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Uniquness of Square Root (Cont’d)
Proof (Cont'd). We want to show Rv = v/Av.

By the Spectral Thm, we have an orthonormal basis of eigenvectors:
61, ceey en.
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Uniquness of Square Root (Cont’d)
Proof (Cont'd). We want to show Rv = v/Av.

By the Spectral Thm, we have an orthonormal basis of eigenvectors:
81, ceey en.

Because R is positive, its eigenvalues are nonnegative and we can
write them as /); for some A;.
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Uniquness of Square Root (Cont’d)
Proof (Cont'd). We want to show Rv = v/Av.

By the Spectral Thm, we have an orthonormal basis of eigenvectors:
81, ceey en.

Because R is positive, its eigenvalues are nonnegative and we can
write them as /); for some A;.

Rv =R(aie1 + ...+ anen) = ar\/A1€1 + ...+ anv/ \nén
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Uniquness of Square Root (Cont’d)
Proof (Cont'd). We want to show Rv = v/Av.

By the Spectral Thm, we have an orthonormal basis of eigenvectors:
81, ceey en.

Because R is positive, its eigenvalues are nonnegative and we can
write them as /); for some A;.

Rv =R(aie1 + ...+ anen) = ar\/A1€1 + ...+ anv/ \nén

implying
RZV - 01)\161 + ...+ anAnen.
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By the Spectral Thm, we have an orthonormal basis of eigenvectors:
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Uniquness of Square Root (Cont’d)
Proof (Cont'd). We want to show Rv = v/Av.

By the Spectral Thm, we have an orthonormal basis of eigenvectors:
81, ceey en.

Because R is positive, its eigenvalues are nonnegative and we can
write them as /); for some A;.

Rv =R(aie1 + ...+ anen) = ar\/A1€1 + ...+ anv/ \nén

implying
RZV - 01)\161 + ...+ anAnen.

But R?v = Tv = \v.

01)\81 + e + an)\en = al)\lel + “ e + an)\nen
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Uniquness of Square Root (Cont’d)
Proof (Cont'd). We want to show Rv = v/Av.

By the Spectral Thm, we have an orthonormal basis of eigenvectors:
81, ceey en.

Because R is positive, its eigenvalues are nonnegative and we can
write them as /); for some A;.

Rv =R(aie1 + ...+ anen) = ar\/A1€1 + ...+ anv/ \nén

implying
RZV - 01)\161 + ...+ anAnen.

But R?v = Tv = \v.
01)\81 + e + an)\en = al)\lel + “ e + an)\nen
and gj(A—\) =0forj=1,...,n
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Uniquness of Square Root (Cont’d)
Proof (Cont'd). We want to show Rv = v/Av.

By the Spectral Thm, we have an orthonormal basis of eigenvectors:
81, ceey En.

Because R is positive, its eigenvalues are nonnegative and we can
write them as /); for some A;.

Rv =R(aie1 + ...+ anen) = ar\/A1€1 + ...+ anv/ \nén

implying
RZV - 01)\161 + ...+ anAnen.

But R?v = Tv = Jv.
ajiei + ...+ ap\ey, = aj e+ ...+ aphnep
and gj(A — ;) =0forj=1,...,n. Hence,
v="> g Rv=>" avie=Viv
A=A A=A
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Isometries

An operator S € L(V) is called an isometry if ||Sv|| = ||v|| for all
v € V, i.e. the operator preserves norms.

FD - MATH 110 - July 26, 2023 9/22



Isometries

An operator S € L(V) is called an isometry if ||Sv|| = ||v|| for all
v € V, i.e. the operator preserves norms.

Examples:

FD - MATH 110 - July 26, 2023 9/22



Isometries

An operator S € L(V) is called an isometry if ||Sv|| = ||v|| for all
v € V, i.e. the operator preserves norms.

Examples:
m )\ isanisometryif [A\| =1

FD - MATH 110 - July 26, 2023 9/22



Isometries

An operator S € L(V) is called an isometry if ||Sv|| = ||v|| for all
v € V, i.e. the operator preserves norms.

Examples:
m )\ isanisometryif [A\| =1
m Let \{,..., A\, be a collection of scalars with abs value 1.
Choose Se; = \je; for orthonormal basis ey, ..., e, Then S'is an
isometry.
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Isometries

An operator S € L(V) is called an isometry if ||Sv|| = ||v|| for all
v € V, i.e. the operator preserves norms.

Examples:
m )\ isanisometryif [A\| =1
m Let \{,..., A\, be a collection of scalars with abs value 1.
Choose Se; = \je; for orthonormal basis ey, ..., e, Then S'is an
isometry.

v={(v,e1)e1+ ...+ (v,en)en

VI = [(v,en)|” + ...+ [(v.en)|?
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Isometries

An operator S € L(V) is called an isometry if ||Sv|| = ||v|| for all
v € V, i.e. the operator preserves norms.

Examples:
m )\ isanisometryif [A\| =1
m Let \{,..., A\, be a collection of scalars with abs value 1.
Choose Se; = \je; for orthonormal basis ey, ..., e, Then S'is an
isometry.

v={(v,e1)e1+ ...+ (v,en)en
VI = [(v,en)|” + ...+ [(v.en)|?

Sv={(v,e;)Se; + ...+ (v,en)Se,
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Other Words for Isometry

m On areal inner product space, isometry = orthogonal operator.
m On a complex inner product space, isometry = unitary operator.
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Characterization of Isometries

TFAE for operator S € L(V):
(@) Sisan isometry

(b) (Su,Sv) = (u,v) forallu,v e V
(c) Seq,...,Se, is orthonormal for every orthonormal list eq, ..., ey
(d) there exists an orthonormal basis ey, ..., e, of V such that
Sel, .. Se,7 is orthonormal
€ S
(f) SS* =1
(9) S*is an isometry
(h) S is invertible and S—1 = S*
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Characterization of Isometries

TFAE for operator S € L(V):
(@) S isan isometry
(b) (Su,Sv) = (u,v) forallu,v eV
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Characterization of Isometries

TFAE for operator S € L(V):
(@) S isan isometry
(b) (Su,Sv) = (u,v) forallu,v eV

Proof isometry is equivalent to preserving inner products:
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Characterization of Isometries

TFAE for operator S € L(V):
(@) S isan isometry
(b) (Su,Sv) = (u,v) forallu,v eV

Proof isometry is equivalent to preserving inner products:

Recall from discussion:

2 2
u—+v u—v
<U,V> H H H H

for a real inner product space.
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Characterization of Isometries

TFAE for operator S € L(V):
(@) S isan isometry
(b) (Su,Sv) = (u,v) forallu,v eV
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Characterization of Isometries

TFAE for operator S € L(V):
(@) S isan isometry
(b) (Su,Sv) = (u,v) forallu,v eV

Proof isometry is equivalent to preserving inner products:

We also have

[lu+ VI = [lu = vI[® + [Ju+ V]2 = [ju— iv]*i

for a complex inner product space.

FD - MATH 110 - July 26, 2023 13/22



Proof of Claim.

lu+ i = (u+v,u+v)
= [Jull” + (,v) + (v, u) + |IvI[?
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Proof of Claim.

lu+ i = (u+v,u+v)
= [Jull” + (,v) + (v, u) + |IvI[?

—lu=vI[* = ~(u—v,u—v)

= —lull* + (4, v) + (v,u) = [IvIP®
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Proof of Claim.

u+vI[* = (u+v,utv)
= lul]® + (u,v) + (v, u) + [Iv]]?

—lu=vI[* = ~(u—v,u—v)

= —lull* + (4, v) + (v,u) = [IvIP®

llu+ iv||%i = (u+iv,u+ iv)i

2; 2;
= (|l + (u,v) = (v, u) + [v][*]
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Proof of Claim.

u+vI[* = (u+v,utv)
= lul]® + (u,v) + (v, u) + [Iv]]?

—lu=vI[* = ~(u—v,u—v)

= —lull* + (4, v) + (v,u) = [IvIP®

llu+ iv||%i = (u+iv,u+ iv)i

2; 2;
= (|l + (u,v) = (v, u) + [v][*]

—|lu—=iv||Pi = —(u—iv,u—iv)i

= [Jull*i + (u,v) = (v, u) = [IvI[*i
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Proof of Claim.

|\u+v|\2:<u+v,u+v)
= [Jull® + (u,v) + (v, u) + |Iv]|?

—lu=vI[* = ~(u—v,u—v)

= —lull* + (4, v) + (v,u) = [IvIP®

llu+ iv||%i = (u+iv,u+ iv)i

2; 2;
= (|l + (u,v) = (v, u) + [v][*]

—|lu—=iv||Pi = —(u—iv,u—iv)i
2; 2.
= |Jull"7 + (u, v) — (v, u) = [[V][*]
which together gives

[+ VAP = = vI[* + [Ju+ vl = |lu = iv]|*i = 4{u,v)
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Characterization of Isometries

TFAE for operator S € L(V):
(@) Sisan isometry
(b) (Su,Sv) = (u,v) forallu,v eV

Proof isometry is equivalent to preserving inner products:
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Characterization of Isometries

TFAE for operator S € L(V):
(@) Sisan isometry
(b) (Su,Sv) = (u,v) forallu,v eV

Proof isometry is equivalent to preserving inner products:

Now that we can write inner products in terms of norms, we have the
equivalence of (a) and (b).
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Characterization of Isometries
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Isometries when F = C

Propn:
Suppose V is a complex vector space and S € £(V). Then the
following are equivalent:

m S is an isometry

m There is an orthonormal basis consisting of eigenvectors of S
whose corresponding eigenvalues have absolute value 1.
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Proof. We showed the second implies first in an example.
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Proof. We showed the second implies first in an example.

S’pose S is an isometry, Complex Spectral Thm gives us a basis of
eigenvectors of S. What is the norm of each eigenvalue?

FD - MATH 110 - July 26, 2023 16/22



Isometries when F = C

Propn:
Suppose V is a complex vector space and S € £(V). Then the
following are equivalent:

m S is an isometry

m There is an orthonormal basis consisting of eigenvectors of S
whose corresponding eigenvalues have absolute value 1.

Proof. We showed the second implies first in an example.

S’pose S is an isometry, Complex Spectral Thm gives us a basis of
eigenvectors of S. What is the norm of each eigenvalue?

(ML= INlel] = [INell = [1Sel| = llel] =1
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Break

TEN MINUTES LATER




Discussion Questions

1. S’pose n is a positive integer. Define T € L(F") by
T(z1,...,27) =(0,21,...,25_1). Find a formula for
T*(z1,...,2n).

2. Let V be a C-vector space and T € £(V) be normal such that
79 = T8, Prove that the only possible eigenvalues of T are 0 and
landthat T2 =T.

3. Give an example of an operator T € £(C*) that is normal but not
self-adjoint.

4. Find the covered up entry.

spikednath.con
© 2009
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Discussion Questions

5. Give a counter example to the following: If T € L(V) is
self-adjoint and there exists and orthonormal basis ey, ..., e, of
V such that (Te;, e;) > O for each j, then T is a positive operator.

6. Prove that the sum of two positive operators on V is positive.

7. Suppose T € L(V) is positve. Prove that T¥ is positive for every
positive integer k.

8. Give a counterexample: if S € £(V) and there exists an
orthonormal basis eq, ..., e, of V such that ||Se;|| = 1 for each e,
then S is an isometry.
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Discussion Question Hints/Solutions

1. T™(z1,...,20) = (22,...,21,0)
2. For the first part, use the Complex Spectral Thm to get a basis of

orthonormal eigenvectors. Te; = \je;. Applying T repeatedly we
have >\j9 = )\/5. So A; = 0 or 1. Then applying T twice we see

T2€j = )\}-zel' = Ajej = TEj.
3. T=iland T* = —il works.
4. Its 1.
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Discussion Question Hints/Solutions

5. One example: V = F? with standard inner product.
T(x,y) = (y,x). (Te;, e;) = O for each of the standard basis
vectors but (T(1,-1),(1,-1)) = —2.

6. Sum of two self-adjoint operators is self-adjoint. Also,
(S+T)v,v) =(Sv,v) + (Tv,v) > 0.

7. Even case: TXv,v) = (T2Mv,v) = (T™v, T™v) >0
0dd case: T*v,v) = (T2™ 1y v) = (T(T™v), T™v) >0

8. One example: Define S € £(F?) by S(w, z) = (w + z,0) with
usual inner product. The standard basis is orthonromal and
satisfies the condition. But ||S(1, —1)|| = 0.
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